
� 2004 Wiley-VCH Verlag GmbH&Co. KGaA, Weinheim DOI: 10.1002/chem.200400017 Chem. Eur. J. 2004, 10, 5276 – 52835276

S. Larsson



Superconductivity in Copper, Silver, and Gold Compounds

Sven Larsson*[a]

Introduction

High-temperature superconductivity was discovered in
La2�xBaxCuO4

[1] and somewhat later, with a very high criti-
cal temperature, in YBa2Cu3O7�x.

[2] Since equally charged
atoms in the same group of the periodic table tend to have
similar chemical and physical properties, d9 systems corre-
sponding to AgII and AuII might be expected to form super-
conducting compounds in the same way as CuII, as discussed
by Sleight,[3] and Grochala and Hoffmann.[4] In reality AgII

and AuII systems usually do not support superconductivity.
This might be due to differences in size and ensuing struc-
tural differences. In silver compounds superconductivity has
been found only in Ag7O8X, in which X�=NO3

� , F� or
BF4

� , with a low critical temperature.[5] Superconductivity

exists also in disulphides, diselenides and ditellurides[6,7] of
copper, silver and gold. Since superconductivity occurs also
in the elements S, Se and Te, the important atom may be
the chalcogenide atom in this case rather than the coinage
metal atom. Compounds of S, Se, and Te therefore left out
of the discussion here.

In AgII compounds with fluorine ligands, such as CsAgF3

and Cs2AgF4, planar sheets are formed within the crystal as
in the superconducting cuprates,[8] but superconductivity has
not been reported. This is also the case for tertiary CuII fluo-
rides[9,10] and CuF2.

[11] An evident difference is that the men-
tioned fluorides are stoichiometric (d9), while the formal
number of d electrons in the superconducting cuprate
planes usually is less than nine per metal atom, depending
on doping. If x=0.5 in YBa2Cu3O7�x all copper atoms in the
plane are in oxidation state II, but the compound is not a su-
perconductor. Thus the density of states at the Fermi level is
of evident importance for superconductivity, but it is not
known exactly how. It could be directly, by occupancy of or-
bitals, or indirectly, if the geometric structure depends on
the number of electrons. It is well known that a rather small
change in the orbital occupancy of the localized, antiferro-
magnetic state may lead to a delocalised, superconducting
state.

In the layered compounds CsAuX3 or Cs2AuX4 (X=Cl,
Br, I), the geometry suggests AuI–AuIII mixed valence.[12]

The electron count corresponds to exactly one hole per site.
CsAuX3 and Cs2AuX4 are semiconductors (at low pressure)
with large activation energies.[13,14] The conductivity is non-
metallic, but increased by several orders of magnitude at
high pressures of a few GPa;[13–16] however, superconductivi-
ty has not been reported.

Silver is more stable in valence state II with fluorine
rather than oxygen as ligands, and F� is close to O2� in its
ligand field effects. Grochala and Hoffmann in an interest-
ing paper[4] have pointed out a number of silver fluoride
structures, which they hypothesise might possess supercon-
ducting properties in doped form or with a different second
metal ion (in tertiary compounds). Their conditions for pos-
sible superconductivity are rather mild and based on mixed
valence (MV) between two successive oxidation states, in
this case AgI/AgII or AgIII/AgII. The conditions of the pres-
ent paper are more restrictive.
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and geometrical structure on one hand and supercon-
ductivity on the other is discussed by using the accepted
theory for mixed valence complexes. It is concluded
that absence of superconductivity in gold and silver
compounds can be connected to the instability of oxida-
tion state II and the large difference in equilibrium ge-
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Connections between mixed valence and superconductivi-
ty have been suspected for a long time, even before the
advent of the high Tc cuprates (Tc=critical temperature) in
1986.[17,18] At first the cuprates were not connected to mixed
valence, since valencies I and III cannot be identified in the
superconducting state. Nevertheless Wilson considered the
existence of three oxidation states for copper in general as
relevant for the occurrence of superconductivity in doped
La2CuO4 and YBa2Cu3O7.

[19] Simon,[20] Sleight,[3,21] Buss-
man–Holder et al.,[22] Burdett[23] and Brandow[24] put for-
ward similar ideas. The present author connected activation
barrier and resistivity to geometry changes in three oxida-
tion states.[25,26] Prassides,[27] de Jongh[28] and others[3,24–31]

have discussed doped BaBiO3, in which oxidation states III
and V are involved on the bismuth atom, using similar argu-
ments. The mentioned “valence-fluctuation models”[19–31] are
different in details, however.

Band models cannot be easily applied to mixed valence
systems. In a d8–d10 system, the Fermi level should be in the
d8 band in spite of the expected higher ionisation energy for
a more highly charged ion AuIII. Furthermore d8 systems
like NiO are often insulators in spite of the fact that the
Fermi level is located in a continuous d-band. Mott has sug-
gested a solution to this problem by comparing coupling to
interelectronic repulsion (U),[32] measured as the difference
between electron affinity and ionisation energy. The latter
quantity is zero for a metal and a few eV for an insulator. In
any case experimentally measured characteristics can hardly
be used to predict the same property. For this reason the
Mott model will not be used in the present paper.

Localization is rather easy to predict theoretically in a
finite mixed-valence system. If it cannot be directly calculat-
ed one may compare coupling (t=D/2) and reorganization
energy (l) in the Marcus–Hush model[33–35] (Figure 1). On
the experimental side Creutz has convincingly shown that
the Creutz–Taube complex is delocalized, while similar
RuII/III complexes with longer bridges are localized.[36] This
result is consistent with the Marcus–Hush model, for which
a large ratio D/l leads to disappearence of the activation
barrier and delocalization. Larsson and Klimkāns suggested

an extended model for the infinite case.[37] This model may
also be used for two-electron transfer in superconductors, al-
though this problem is more complicated.

Theories on systems in which three consecutive oxidation
states are involved in ground states or in low excited states
will here be called MV-3 theories, as opposed to MV-2 theo-
ries, in which only two oxidation states are involved. The
lowest and highest oxidation states, different in two elec-
trons, are of relevance to electron-pair transfer (EPT)
[Eq.(1)]:

*Mðnþ1Þþ þMðn�1Þþ !*Mðn�1Þþ þMðnþ1Þþ ð1Þ

It is easy to think of a mixed valence system in which half
the sites have the lower oxidation state and the alternating,
equivalent sites have the higher oxidation state. We may
view the electron pair transferred in Equation (1) as the lo-
calized version of the Cooper pair. We thus use as a working
hypothesis that “chemical pairs” in a repetitive structure act
as Cooper pairs if they are delocalized in the sense of
Hush.[34,35] The pairing discussion is carried out in the local-
ized, simplified form. Delocalization of the pairs is treated
as a separate problem.

It turns out that delocalization of a chemical pair strongly
depends on the intermediate oxidation state.[25] Chemically
the intermediate oxidation state belongs to the “compropor-
tionated” left-hand member in Equation (2).

2Mnþ $ Mðnþ1Þþ þMðn�1Þþ ð2Þ

The disproportionated phase of the right-hand member
corresponds to the “negative-U” state, a term used in solid-
state physics. That the Mott parameter U in some cases may
be negative illustrates the difficulties with too simplified
models. Alternative terms are “charge density wave”
(CDW) or a “charge-ordered” phase. Both have appeared in
connection with superconductivity. In the present model the
CDW state is the localized version of the superconducting
state. The comproportionated phase may be antiferromag-
netic and form a spin density wave (SDW). According to
the present model superconductivity arises if the CDW and
SDW states have about the same energy and similar equili-
brium geometries.[25,26]

A microscopic description of a finite CDW–SDW system
may be achieved by using quantum chemical methods that
include correlation effects in a many configuration treat-
ment, for example, CASSCF.[38] In the square-planar case a
“gedanken” calculation of finite square systems with (2L)2

(L is a natural number) equivalent sites and (2L)2 active
electrons would result in electronic states in the form of po-
tential-energy surfaces (PESs). Geometry optimisation
under the restriction of square planarity and equal distances
between the sites, but with no restrictions on metal–ligand
distance on the different sites, would lead either to SDW,
CDW, or a common vibronic ground state. In the last case
and the SDW case the metal–ligand distances would be the
same and in the CDW case alternating. The coinage metal
group provides a number of examples of these two cases,
since oxidation state II is gradually less stable in the series

Figure 1. Potential-energy curves in the MV-2 case. l is the reorganiza-
tion energy. The left-hand parabola corresponds to the oxidation states v
and v+1 on the two sites and the right-hand parabola to oxidation states
v+1 and v.
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copper!silver!gold. The third phase with a common vi-
brational ground state appears as a clear possibility. This
phase, if delocalized, would have the properties of a super-
conducting phase.[25]

Theoretical Models for Two-Site MV-2 and MV-3
Systems

MV-2 theory is based on the well-known electron-transfer
(ET) models of Marcus (Figure 1),[33] Holstein[39] and Piepho
et al. ,[40] while the MV-3 model is an extension based on a
model of Prassides and Day.[41] Electron-pair transfer (EPT)
between two equivalent sites may be described by PESs, cor-
responding to the site occupations (v�1,v+1) and
(v+1,v�1), with equivalent minima (Figure 2). Each mini-

mum corresponds to localization of the electron pair to
either of the two metal sites. Vertical excitation (l1) from
the lower to the upper energy surface is equivalent to ET
between the two metal atoms, leading to equivalent sites.

The classification scheme of Robin and Day[42] for MV-2
systems can be rather well extended to MV-3 systems, as fol-
lows:

1) In Class I the sites are nonequivalent and cannot be in-
terchanged by changing bond lengths, in other words
cannot comproportionate.

2) In Class II there is an activation barrier for EPT due to
geometry difference between the oxidation states, imply-
ing localization and electrical resistance. Applied pres-
sure leads to smaller differences and a lower barrier.
The absorption spectrum is partly due to site interac-
tions.[43]

3) Finally in Class III systems the charge is delocalized. If
the SDW and CDW energies are similar at T=0, the vi-
bronic interactions lead to superconductivity, according
to the hypothesis. If the energies agree at an elevated
temperature, delocalization only appears in a narrow
temperature window at the phase transition.

The reorganisation energy l (eV) is defined as the sum of
energy relaxations after one (or two) electron has been
added at the site of the higher oxidation state and removed
from the other. l may be written as Equation (3).

l ¼
X

i

1=2kidd
2
i � 15

X

i

dd2
i ð3Þ

The summation extends over all bond length (and possi-
bly bond angle) changes (ddi) on both sites. In the approxi-
mate expression of the right member, ddi should be given in
M. The force constant used corresponds to a vibrational
wave number of 500 cm�1 and an effective mass of
16 atomic units.

When interactions are “switched on”, the PES intersec-
tions become avoided crossings. The effective coupling is
half of the gap (H12=D/2) between the interacting PESs.
The usually large ET coupling in MV-2 systems leads to a
decreased activation barrier (Ea). In the symmetric case Ea

decreases from l/4 at jD j=0 to zero at jD j=l [Eq. (4) if
jD j<l].

Ea ¼
ðl�jDjÞ2

4 l
ð4Þ

Similarly large coupling at asymmetric CDW–SDW cross-
ings may lead to a disappearing activation barrier. The cou-
pling corresponding to EPT is very small unless the PES cor-
responding to equal oxidation states, the (v,v) state in
Figure 2, is involved at about the same energy as the CDW
state.[25, 29]

Oxidation states are defined by the geometry and charge
of the site. The most important single factor connected to
the oxidation state of a metal ion site is the average metal–
ligand distance. At the respective energy minima, the sites
have distances typical for the different oxidation states (if
jD j is small). The average metal–ligand distance is smaller
the larger the oxidation state. The “reaction path” for ET or
EPT therefore involves metal–ligand distance increase at
one site and decrease at the other. In the right-hand mini-
mum of Figures 1 and 2, the equilibrium geometries and oxi-
dation states are swapped. The most important vibrational
modes of this reaction coordinate are the breathing modes
�500 cm�1. These modes give the coupling between elec-
trons and nuclei in their motion because of the direct con-
nection to the oxidation states. Bussman-Holder et al. have
considered other possibilities for geometrical fluctuation.[30]

The oscillator strength of the vertical intervalence transi-
tion (v+1,v�1)!(v�1,v+1) is very small, since the wave
functions are different in two spin orbitals. However, if the
PESs of the SDW and CDW intersect, large oscillator
strengths are obtained for transitions between CDW and

Figure 2. Potential-energy curves in the MV-3 case. l1 and l2 are reorgan-
ization energies for the transfer of one or two electrons, respectively. v is
the valence state of the comproportionated state and v�1 and v+1 of
the disproportionated state. The latter state is here assumed to be lower
in energy in the figure (negative-U state). For CuII systems the (v,v)
curve is probably lower (and for AuII systems higher) relative to (v+
1,v�1) and (v�1,v+1) than shown in the figure.
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SDW. Strong absorption in MV-3 complexes consequently
strongly suggests that the (v,v) state (SDW) is present.

A well-known MV-3 system is SetterbergNs complex
Cs2SbCl6. The two different Sb sites correspond to the va-
lence states SbIII and SbV.[41] Since Cs2SbCl6 is strongly blue,
SbIV is involved as an excited state. Prassides and Day have
simulated an intervalence spectrum with great success[41] by
assuming that it arises from a transition of the type SbIII+

SbV!2SbIV and energy l1 (Figure 2). Since SbIII+SbV is the
ground state, Cs2SbCl6 is a “negative-U” compound. The
bond lengths are very different[38]: SbIII�Cl=2.646 M and
SbV�Cl=2.384 M. The difference (0.26 M) leads to l=12 eV
by Equation (3), since twelve bonds are changed.

Other examples of MV-3 systems are Ba1�xKxBiO3 and
BaPbxBi1�xO3.

[44–45] As the doping levels are increased (in-
creased value of x) the system changes from a typical
class II to a class III system, that is, from localized CDW to
a delocalized superconductor.[46] The main reason is proba-
bly that increased doping leads to equalization of metal–
ligand bond lengths and, hence, lower reorganization
energy. If, for example, dd=0.02 M is used in Equation (3)
for 12 bonds, we obtain l=0.07 eV, which is of the same
order of magnitude as the vibrational energy. The coupling
remains the same and therefore the ratio D/l increases; this
is favourable for an insulator-to-metal transition.[37] For x=0
(BaBiO3) the two sites correspond to Bi3+ and Bi5+ sites as
in the case of Cs2SbCl6.

[44–46]

As mentioned above disproportionation is common in the
case of silver and, particularly, gold. AgII systems are not
disproportionated in fluorides at low temperatures.[4,8, 11,47,48]

WellsN salt, CsAuCl3, is probably the first and best-known
example of disproportionation in gold compounds.[12–16] At
normal pressure the distances of the xy plane are 0.4 M
smaller in AuIII�Cl than corresponding distances in AuI�Cl.
Along the z axis only AuI forms a bond to Cl� . The distan-
ces are 2.31 M for AuICl and 3.13 M for AuIIICl.[12] In
CsAuCl3 the activation barrier for direct EPT is, hence, very
large.

Importance of the Jahn–Teller effect

The phonon coupling typical for superconductivity is some-
times mixed up with the Jahn–Teller (JT) effect. The JT the-
orem states that degeneracy of the ground state is removed
by nuclear distortions, leading to a ground state with low-
ered symmetry and energy. This is of importance for super-
conductivity in the layered perovskite case, since the shorter
bonds between copper and oxygen (�1.9 M) are always in
the same CuO2 plane, while the longer bonds (�2.1 M) are
perpendicular to this plane. This way the most antibonding,
singly unoccupied spin orbital is always in the plane and this
restricts conductivity to this plane. If the JT distortion is in
different directions superconductivity is hindered.

The “second-order JT effect” (SOJT) refers to a nonde-
generate case with mixing of the ground state and a low-
energy excited state. The JT and SOJT theorems do not sug-
gest anything about the extent of the distortions, only that
distortions may take place. The difference between two JT

geometries may be so small that there are common vibra-
tional levels. In this sense the JT and SDW–CDW distortions
behave similarly. However, JT and SOJT distortions refer to
a single site, while the SDW–CDW distortions extend over
at least two sites.

Delocalization

Transition metal oxides are usually localized and spin or-
dered. CuII and AgII oxides are d9 systems, and as such very
often SDW systems with one hole per site. If the hole has
spin up on one site, the alternating site has spin down. The
orbital product may symbolically be written as (›oOofl),
where o denotes an empty spin orbital.

After symmetrisation the two-site disproportionation may
be written as Equation (5):

ð" o� o #Þ 
 ð# o� o "Þ $ ðooþ "#Þ 
 ð"# þooÞ ð5Þ

In the CDW state on the right, the electrons are paired on
a single site. If “a” is the orbital on left and “b” the equiva-
lent orbital on the right, a= spin up and b= spin down, we
may write Equation (6):

ðabþ baÞðab�baÞ�=2 ! ðaa
 bbÞ ðab�baÞ=2 ð6Þ

On the left-hand side the oxidation states are the same
for the two sites and therefore the metal–ligand bond
lengths are also the same. In the localized CDW-phase un-
symmetric functions are obtained on the right-hand side,
either aa(ab�ba) or bb(ab�ba).

Since we normally find a metallic phase between the insu-
lator and superconductor phases, the fact that the localized
SDW and CDW phases occur close to the delocalized, super-
conducting phase in cuprates was a surprising discovery. Fur-
thermore the Mott–Hubbard U is supposed to be small or
even negative for high Tc superconductors, but CuO is not a
metal and hence U@0. The solution of Edwards et al. to
this problem is that the insulator–metal and insulator–super-
conductor delocalization occur under the same conditions.[49]

In the present paper a more radical view is taken, whereby
the Mott model for localization is abandoned and replaced
by a more realistic model that includes nuclear coordi-
nates.[31] Since MV-3 theory requires interaction between
SDW and CDW for both superconductivity and delocaliza-
tion, there is no reason to assume a metallic phase between
the insulating and superconducting phase. Ordinary metals
correspond to the delocalized MV-2 case.

Delocalization of charges need not occur under the same
conditions as delocalization in absorption spectra. CuO is
black, but not NiO. Both are insulators. In the Bloch model
both CuO and NiO are delocalized. The Bloch model is
simply nonapplicable for these “strongly correlated” sys-
tems. In NiO the local triplet wave function has a lower
energy than the delocalized metallic one. The triplets inter-
act to form the antiferromagnetic lattice, but this interaction
does not lead to any broadening of the spectrum, since the
bandwidth due to triplet–triplet interaction is too small. In
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the d9 systems this is completely different, since the site in-
teractions are of one-electron type and large. Finally the
d–d transitions in AuIII d8 systems are of a singlet type, but
at too high an energy to cause absorption in a large part of
the visible spectrum. In a mixed valence AuI–AuIII system
the black absorption is instead due to intermetal mixed-va-
lence transitions.[34,43]

Application to Superconductivity in Coinage Metal
Systems

We will now go through some relevant copper, silver and
gold oxides and their salts to try to correlate conductivity
properties with site, crystal and electronic structure on the
basis of MV-3 theory, extended as described above and in
earlier papers.

Cuprates : The superconducting CuII systems La2CuO4 and
YBa2Cu3O7 have square-planar layers with copper octahe-
drally coordinated to oxygen. The axial bonds to the oxygen
atoms in the neighbouring layers are always the long
bonds.[50] Therefore, the half-empty orbital is always the
3dx2�y2 orbital, along the bonds of the CuO2 x,y plane. This
ordering is important for superconductivity, since s-currents
are then possible in a perpendicular magnetic field.[25]

The corresponding AgII systems have not been made. This
may depend on the fact that the AgII ion is larger than the
CuII ion and, therefore, does not fit with the intervening
layers. If square-planar AgII layered systems can be made,
they are not necessarily superconducting, since the valencies
may still be localized.

CuO : CuO has a tenorite structure in which each CuII is sur-
rounded by four coplanar bonds.[51,52] However, no layered
plane structure is formed as is the case in La2CuO4 and
YBa2Cu3O7. The half empty 3dx2�y2 orbital is in the local
plane, but corresponding orbitals on different sites are not
in the same plane. CuO is antiferromagnetic (SDW) in the
ground state. The tenorite structure appears to be an impor-
tant reason why CuO is not superconducting.

AgO : AgO is not much different from CuO in structure,
except that there are two different sites. In one of the sites
there are two neighbouring oxygen atoms at 2.18 M and two
very distant oxygen atoms at 2.66 M. This is evidently an
AgI site. The other site has four coplanar oxygen neighbours
at 2.05 M, evidently an AgIII site.[53] The system is diamagnet-
ic, which confirms that AgII in AgO is disproportionated
into AgI and AgIII. AgO thus has a CDW ground state, ap-
parently with a high activation barrier for EPT.

AuO : AuO is not known. The only stable gold oxide seems
to be Au2O3 with valency AuIII.

Ag7O8X : This chemical formula represents a number of
cage structures[54] that are metallic and superconducting
below 0.1–2 K (if X�=NO3

� , F� or BF�).[5,54] In this case
there are several phase transitions at lower temperatures. At

least for X�=NO3
� there is a cubic to tetrahedral rearrange-

ment at about 180 K and this compound also has the highest
Tc. The cubic structure determined at room temperature[54]

cannot be expected to be superconducting, since the sites
are nonequivalent.

CuF2 : CuF2 forms a distorted rutile structure.[11] The Cu site
is typically Jahn–Teller distorted and has four coplanar
bonds of length 1.93 M and two axial ones of length 2.27 M.
There is no common square plane and the ground state is
SDW.

AgF2 : a-AgF2 is stable at low temperature and has a typical
Jahn–Teller distorted AgII site with four short bonds
(2.07 M) and two long bonds (2.58 M). The structure is a
puckered sheet. The spin structure is complicated.[4] b-AgF2

is stable at a high temperature and has mixed valence with a
CDW ground state.[47] The two phases are thus very differ-
ent, but there is a phase transition at elevated temperatures.
At a low temperature the energies of the SDW and CDW
phases are apparently very different, so superconductivity is
not expected.

Ternary copper fluorides : KCuF3 and K2CuF4 are typical
CuII systems, with elongated or compressed Jahn–Teller dis-
tortions. These compounds are not diamagnetic, but have a
complicated magnetic structure. The Jahn–Teller effect is
large.[9,10] In fact there are normally three different metal–
ligand bond lengths in the octahedron around the metal ion.
The disproportionated CDW state is not available at low
energy, as is clear from the weak colour, hinting to the ab-
sence of charge transfer and intermetal spectra.

Ternary silver fluorides : AAgF3 and A2AgF4 (A=K, Rb,
Cs) are typical AgII systems, shown by the absence of dia-
magnetism. The colour is strongly blue–brown metallic, indi-
cating a delocalized system. Jahn–Teller distortions are or-
dered:[4,8] Ag�F 2.06–2.13 M or 2.42–2.51 M. Why is it not
superconducting? Apparently the comproportionated phase
is lower in energy than its disproportionated counterpart,[47]

but the strong absorption suggests that the silver system is
not as high in energy as in the corresponding copper case.
The AgIII site would be square-planar, whereas the AgI site
would be octahedral or linear. Probably the geometry differ-
ences between the disproportionated and comproportionat-
ed phases are too large to allow common vibrational levels,
and thus there is no superconductivity.

It might be added that if the sites are compressed instead
of elongated along the z axis, the coupling between the sites
is decreased, but this should not by itself prevent supercon-
ductivity.

Ternary gold halides—AAuX3 and A2AuX4 : Superconduc-
tivity may be expected in AAuX3 or A2AuX4 compounds,
which are iso-structural with BaBiO3.

[16,55] In this case the
conductivity has been found to increase very much under
pressure. This is easy to understand by using the model de-
scribed here, since the metal–ligand bond length for differ-
ent oxidation states becomes less different under pressure.
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In fact the results by Kojima et al.[16,43, 55] prove that this
model is correct. An important difference to the BaBiO3

systems is that there does not seem to be any doped Au
compounds. Doping might be possible with Pt2+ ions, which
are also d8 systems with low spin, but this has probably
never been tried. The absence of superconductivity in the
temperature ranges studied may also be caused by the high
energy of the AuII state, independent of pressure.

The comparison between the ternary compounds of silver
and gold is interesting, since the former are more stable in
oxidation state II and are, therefore, magnetic, while the
gold compounds are more stable with mixed I and III va-
lence. The structures are ideal for superconductivity, but
either the energy or the geometry differences (or both) to
the other phase (I and III for silver and II for gold) are too
large.

In summary the copper fluorides do not disproportionate.
The same is the case for CuO. AgF2 and the silver oxides do
disproportionate and there is one example of a supercon-
ductor at a low Tc. Possibly the propensity of copper to dis-
proportionate in an oxygen-rich environment is also high, al-
though no CDW state has been found as ground state. This
conclusion is consistent with the fact that binary or ternary
copper systems can be made with copper in all three oxida-
tion states with oxygen ligands. It is thus not too far-fetched
to suggest that the superconducting cuprates are indeed de-
localised MV-3 systems.

Conclusion

A great number of oxide and related superconductors are
related to compounds in which the metal ion valencies are
distinct and mixed.[3,4,17–31] Here it is shown how three oxida-
tion states in a row may promote superconductivity. All
three oxidation states must appear in low spin. Ni2+/Ni3+/
Ni4+ does not qualify, since Ni2+ prefers a high spin (triplet)
ground state. In the case of Cu+/Cu2+/Cu3+ Cu+ and Cu3+

have low spin, while the Cu2+ sites in CuO and other oxides
have alternant spin (antiferromagnetic compound if not su-
perconducting). These copper systems therefore satisfy the
spin condition. This is also the case for C60

2�/C60
3�/C60

4� in
A3C60.

[29]

Several silver and gold compounds, for example several
AuI–AuIII mixed valence compounds, also satisfy the spin
condition, but are not superconductors. At the same time
typical superconductors do not appear to be mixed valence
systems (the cuprates). This can be understood if it is realiz-
ed that disproportionation, common in gold compounds,
usually leads to equilibrium structures that are very different
between the oxidation states at the metal sites. Furthermore
no suitable dopant has been found so far for these com-
pounds. On the other hand, when superconductivity exists,
delocalisation makes the direct connection to mixed valence
less evident.

Superconductivity as well as delocalization is connected
to electron nuclear coupling as in the well-known Marcus–
Hush model.[33–35] Electron pairs move without activation
energy and resistance if SDW and CDW are involved at

about the same energy and interact through the vibrational
motions. The final ground state vibronic wave function is de-
localized and has an energy gap to the first excited state.
Grochala et al.[56] and Klimkāns and the present author[57]

have calculated the vibronic states relevant for internal ET,
but not so far for EPT.

In the case of local EPT, the metal site changes its valency
by two units. In order to have a large pair mobility and
strong absorption of light, the intermediate valence state,
corresponding to the SDW phase, has to be present at a low
energy. Although this particular role of the SDW state is
unique to the model used here, similar theories have recent-
ly been advanced to explain supercurrents of Cooper pairs
in Josephson junctions.[58]

Correlation is generally considered as important for su-
perconductivity. In the model advanced here, there are evi-
dent correlation effects, such as spin correlation in the SDW
state and on-site correlation in the CDW state. The SDW–
CDW interaction is also a typical correlation effect. Strong
correlation effects are one reason why band models do not
provide a good starting point for a discussion of supercon-
ductivity.

There are many structural reasons why silver and gold are
less commonly involved in superconductivity than copper
compounds. Furthermore, the heavier atoms tend to be less
stable in oxidation state II than corresponding copper com-
pounds. This leads to a favouring of the CDW state that ap-
pears to be the major reason for absence of superconductivi-
ty.
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